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Summary of Findings

Looking specifically at mobile queries on browsers, Bing consistently serves search results
faster than Google today:

1. Bingresulits arrive ~300ms faster
Not including differences due to SSL, Bing search results start to arrive and render
~300ms faster than Google search results.
pogle ge for logging-in than Bing
Results for Iogged-ln user queries on Google arrive ~350ms later than queries by logged-
out users. Logged -in queries on Bing are only ~100ms slower.
3. Bingisf i -side| . SR 03 2016
Latency trends show that, while user connections are gradually improving, server-side
latency is. getting worse at a faster rate. Roughly ~150ms of the gain comes from
, Conﬂaemlal and ~80ms from“""‘"'“itself

ALENC) "l‘\

4.
The Google SRP comes down in four distinct chunks (header, body, footer, late footer).
Bing delivers their SRP in many more granular chunks.

5. Bing has a smaller payload size
On average, the Bing /search page is half the size of Google a google /search page
(~200kb vs ~100kb uncompressed, excluding external resources).

6. Bing and Google's client-side rendering tim
While there may be room for optimization, the client-side rendering times for both Bing
and Google are roughly the same.

7. Bing does not use SSL by default
Using SSL incurs an amortized ~26ms loss per query relative to Bing without SSL.

8. Bing does not support HTTP/2 and QUIC
This may cause a higher response time on high-latency networks for Bing due to the TLS
negotiation process on every query.

9. Bingis more adversel s
Under poor network conditions, Google is actually faster than Bing.

10. Google's mobile traffic incurs more server-side latency than desktop traffic
The latency is spread evenly between Confidential |and differs by ~50ms.

Ex. No.
UPX2022

1:20-cv-03010-APM
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Looking at the Bing App on Android and i0S:

The SRP is implemented with native widgets on Android and {most likely) on i0S as well
and shows approximately the same ~300ms difference in performance.

12. Bing implements infinite scrofling
The Bing App impiements tap-for-more-results infinite scrolling.

Furthermore, ramiroguerra@ has done an analysis of Bing Mohile web.

Background

As part of the Folly effort, it was observed that today Bing appears to serve search resuits faster
than Google. In one of the worst cases found, the query “san diego to lax train” takes 3.69s for
content download on Google versus only 565ms for Bing (see transport query discussion). We
set out to quantify the difference and try to drill down into possible reasons as to why this could
be.

2014 Latency Lab study

This question has come up before. In 2014 latency lab studies, Bing was faster than Google
mairtly due to its lack of SSL. However, in 31 of the 100 queries, Google was also slower than
Bing with SSL. The reasons identified are ﬁsted é)pr' itis possible 1hat since then Bing has

Bing search latency reduction).

Findings

For more details, see the additional information in the Appendix.

Bing results arrive ~300ms faster

Using 1000 random queries to get a more realistic sample of what real traffic would look like
{rather than using “sicth” queries or common queries) and an attomated query too! we gathered
latency data for both search engines on different networks. Both search engines return the first
byte quickly and at about relatively the same time (chart).

However, we see a large difference when we look at the time that the first byte of the search
results arrives:
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Msec, first byte of search results =
8 Goocie B S

When the connection is fast, Bing results arrive 120-370ms earlier depending on the region. This
effect is more easily seen when looking at the difference between the time of the first byte
{"header chunk”) and the first byte of the search results ("body chunk™):

Msec, first byte to first search resuit aTTR
W Concle B owg
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[The largest single source of sgrgg[_l_ajgngx appears to be from | Confidential i

-« in particular, rather than wnhmm itself. Full data is available here. - | comment [7]: 1 don't get to this conclusion
""""""" : i ' i from thie chart and your earlier words. it seems
-like you're saying that there's a X00ms lalency

The Google header is 9.5kb compressed on Tier 1 and renders in under 100ms on even the g:f ’;’:’:"hml "z“; ;:d m;ﬂ mﬁm ;':I*RL :
slowest devices. The time between the header and the first byte of the results is a particularly _Walling__ Orfcwsior S0me other server? Is it
pernicious place to have a latency gap because even the slowest of client devices will be sitting m’“‘“‘“"f‘,;i‘;"“;;:‘“mju‘:: m:’:o,e
idle while waiting for the search results bytes to arrive. timerto reach the frst byte)? Could it be that the
browser Is doing somaething with those earlier
:ﬁ:s {eg, p?:\da)gs there's infine javascript that's
. . . . g 5 . Lsairsen e
Bing is faster in part due to our server-side latency increasing since 15 Conwmest [ mm;‘sm Yos. |
03 21 06 | the charts show a sgap between first byte |
| and first res o
The server-side latency difference between Bing and Google is quite significant and this m‘:ﬁ;‘:ﬁ; xm&“:::zggr's‘:‘m }
difference seems tobea recent development. Much of the latency that Google lags behind Bing _in the network response. |
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Much of these losses have been masked by increasingly fast user connections.

Google has a significant logged in penalty that Bing does not have

On Google, for logged-in user queries, the first byte of the header arrives ~100ms later than for
logged-out users. Additionally, the first byte of the results will arrive ~240ms later. This gap is
server-side processing. Not clear what exactly but this latency shows up on the end-user latency
dashboards split betweeq Confidential |Response size is about the same. For Bing, no
significant difference between logged-in and logged-out queries was observed.
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Msec, MTV logged-in/out, first byte and first byte to first result Logged-in/out

8 Google W Bing

and even header time. See the appendlx for more data.

Bing has more granular streaming

We investigated the loading behavior of both Google and Bing search and noticed differences in
how results are streamed to the client. Using a tool to analyze the time that bytes arrive, the
Google SRP comes down in four distinct response chunks (header, body, footer, late footer).
However, Bing delivers their SRP in many more granular chunks.

Bing's streaming approach may allow better latency with poor network connectivity but does
not appear to impact latency on good connections. During testing using the corp network and
with a home cable connection, the average time between the first result byte and the last byte of
the SRP was ~30ms for both search engines.

Bing has a smaller payload size

Bing's /search pages are significantly smaller in size than Google's. We captured byte-size and
page-load times for some of the suggested queries from the project slides as well as byte-size
breakdowns for a set of 1000 random queries. For the /search page, Bing loads much fewer
bytes than Google does. On average, the Bing /search page is half the size of Google a google
/search page (~207kb vs ~112kb uncompressed, ~66kb vs ~35kb compressed).

Comnﬂt [11] Why else mlgM Bing have

/7 Did you ob that the
chunks lined up with any particular boundaries?
How do browsers treat chunks - is there
something to be gained, related to browser
‘processing, by using finer or more ccarse

; | churks?

Commelt [12] Lookng at Wmshark there
{ doesn't seem to be any logical segmentation
| beyond being 8kb chunks. !

o Mooglommanwmgelssloadd

E ere’

Conlnent [13] it d-dn‘t seam li‘a expliul
boundaries to me and the amount of chunks
| varies quic a bit. Browsers will render cadier
| data they receive earlier. Beyond that there is
|_no eflect.
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A byte-breakdown comparison between Bing and Googie further shows that Bing SERPs are
much smaller in most byte categories. Of the roughly -95kb difference going from Google to
Bing, about -33kb comes from HTML markup, +19kb comes from HTML text (quite a bit of this
is in fact CDATA containing JS), -19kb comes from style blocks, and -62kb comes from script
blocks Of the difference due to script blocks, -31kb comes from JS inlined images. Of the
difference due to style blocks, -2kb comes from CSS inlined images.

Bing Inads fewer bytes of external resources than Google: i 68kb versus 403kb of XJS, and 16kb [ Comment [14]: Do we have o measure of -
versus 37kb of external images. However, Google does much fewer XJS fetches (exactly one) [3:;’,‘,“;‘;’;‘;‘,?,}2;;“;;'{.,’3? e ““""s‘f’_

| performance profiles but 3 of the XS -

than Bing, which does about 15.8 XJS fetches on average. . 2T Commenk (15T We ta Se¢ thil It Choma: - |
pmnessng tiene -saher AET.. v J

Bing and Google's client-side rendering times are comparable

Although it depends on the device used, the client-side rendering latency of Google and Bing are
largely comparable. We gathered aggregate data on overall latency using Latency Lab by
running 1000 random queries on both Google and Bing on a slower Nexus 5 phone and a fast
Pixel phone and recording the time that each search page reached 99% visual completion above
the fold.

The following graph plots the latency difference distribution for each phone:

Google - Bing, VC29 - TTFB, Distribution

o floxus 5 e Pixel we Median ATTR (MTVY

< K T - .
1. A va Fa N, P 1< -t iy 4 5 F0.
/ ,! 3% 20% 2% &ij 50% Hi Ayh 0 BO% SO%

Each biue point in the graph plots the difference in time to 99% visually complete minus time to
first byte {to control for network effects) between Googie and Bing for a particular query run on
a Nexus 5. The red line plots the same for a Pixel phone. Points above the horizontal axis
indicate that Gocgle is slower and points below indicate that Bing is slower. This graph shows
that today 25% of queries in this set are faster on Google on a Nexus 5 and 35% are fasteron a
Pixel phone.
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The orange line highlights the median server-side latency gap (as measured in MTV) to highlight
the fact that, had the search results reached the client at the same time for both Google and
Bing, Google latency would actually be just slightly worse than Bing on a Nexus 5 (45% faster)
and in fact better than Bing's on a Pixel (55% faster).

An in-depth look at client-side latency for “queries of sloth’ (queries specifically chosen because
they are slow on Google) actually showed that the above-the-fold area rendered /ater for Bing in
most cases.

Bing uses more images

This can likely be attributed to more prolific use of images on Bing above the fold. The following
data is for ~600 random English queries:
Google  Bing
Average images above the foid:  4.82 6.94
Average number of image pixels above the fold: 70k 138k
Average totalimages: 24.54 14.58

Note that this analysis included a doodle running on the day the data was collected which
accounts for ~10k of above-the-fold pixels on Google.

Bing does not use SSL by default

Bing does not use SSL by default; Google does. SSL traditionally required one or two extra round
trips, but protocols such as QUIC have sped up SSL, and in practice only 11% of HTTPS queries
require a SSL handshake, delaying the search by ~240ms’ when a handshake is required. This lCommcnt [16]: Id also like toinvestigate

latency impact of hitp->htlps server radirects,
amortizes to 26ms per query. which wouldn't be inclisded in these metrics.
[ comment [17]: [*=¥googie.com do you
= \ L have data for how frequent that s7 | though we
Bing does not support HTTP/2 and QUIC . |lookedintot.. L
[ Comment [18): Volume with our ROXTmetic. |
Bing does not appear to support HTTP/2 (test) or use QUIC (as evidenced by the lack of UDP | {obtained as[ ,,J..edé‘,’&iem&"s’m in gt
traffic at the packet level). This may cause a higher response time on high-latency networks due m&mﬁﬁgﬂﬁgﬁw v
tothe TLS ne»nnhanon process on every query. In contrast, abouie-muxof Google's traffic uses »‘-l?'rpr's" fiot ure though Mafhs;'u:"" to
r cts are d rdin

[

\

1o that page, the source and destination have to ;
have the same origin.

HTTP/2, and . jQuIC.

For Google, using HTTP/2 appears to give only a minor benefit to latency for new connections ,_cwoﬁm gﬂ rmm_:g:"m"
on a simulated 3G network: - correct fo say that we had an overall reduction

‘SSL handshakes with QUIC, but an ncrease in -
“latency variablity of 240ms in 11% of queries.

AS measured by the Navigation Timing API: connectEnd - secureConnectionStart in

/TR/navigation-timing/#processing-model
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Dibe-3G

Google HTTP/. 1 vs HTTPR/2
W TIPS W OHTTRNG

It may however affect repeat connections and allow benefits not measured in this test such as { Comment [20]: We had at one point dane K2 -|
h I holdbatks in the wild to measure impact and & |
SEEr . - mght be nteresting lodo that again. |

Bing is more adversely affected by poor networks

Perhaps because Bing and Google use a different method of SSL negotiation, HTTP protocol,
and a different number of images and other resources, the two search engines do not appear to
be proportionately affected by increasing network latency. It seems that in general, Bing
appears to be much more adversely affected by poor network connections interms of both time
to first byte and loading images. This effect can be seen in the GIN.- 20 timeto-firstresult data
presented below.

For itlustration, the following film strips were taken with different amounts of network throttling:

{philz coffee] with no network throttling
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[philz coffee] with simulated 3G

Google’s mobile traffic incurs more server-side latency than desktop
traffic

Server side latency is ~50ms larger for mobile:
GWS Time (weekly)

750

B desktop, Desktop OKR UserAgent

B Al interface, Mobile/Tablet OKR UserAgent /
700
850
600
550
500

Q2 Q3 Q4 Q1 2017

measured when issuing the same query on mobile and Desktop which suggests that the latency
has an infrastructure or feature source rather than a being due to query mix.

The Bing App uses native rendering

The Bing App only uses WebViews for rendering results pages and using the Hierarchy
Snapshot Viewer we can see that the Bing App SRP itself uses native widgets:

e —

{ Comment [21]: Have you dug into why this
{ might be the case?

Comment [22]: My guess is # of features.
Server latency is also much higher/growing
faster over last 2 quarters for US/UK than for
many othar locales
| Comment [23]: The strange thing here |
actually is thal tablet is even slower than |
| mobile. | think it may be due to the query mix. |
| Comment [24]: Is the 50ms latency difference |
| seen when looking at the ssme query on Mobie
| -and desklop?

| Comment [25]: Seems you most definitely
car. | just ran the query "lemons” 10 times

| using a mobile and a Destkop UA (via curl,

| logged out) and see ~200ms of difference in

"‘ time to first result.
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Itis not as easy to do this kind of analysis on iOS but the visual and functional similarity
between the two apps suggests that both are natively implemented. One confirmation that Bing
does use native rendering on i0S is that they use Apple Maps in results, which is native only.

The Bing app renders results faster than the GSA on Android and i0S by 300-400ms, which is
about equal to the server-side latency difference. See the side-by-side videos on Android and
i0S for an exampie query (note the longer App startup time for Bing on both platforms),

Comment [26}: What's fun ié it fooks iike bing
simply appends the new cards data then re-
L'mnnars all tha cards & hag receivad 1o date.

After paginating 5+ tmes the rendsr spead on |
. . Y — y ) ——— y my phone got wry siow {15+ seconds whala
While the Web interface of Bing does not have infinite scrolling, native scroiling is easier to __appﬁocum Up} and AR went to & riaxof -
N " y i PN " pos "IOMB. Thay fraven't solved for recydling,
m::plemem with a native widget based interface so it's not surprising that this is a feature of the | uniike Facenook. oty
Bing App: Comment [27}: 3o 'd say infinite giver infaite:
it o i S P N S S

The Bing App implements infinite scrolling
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mcididunt ut labore et dolore magna aliqua. Ut
enim ad minim veniam, quis nostrud ...

Dummy Text Generator | Lorem ipsum ..
www.blindtextgenerator.com

A handy Lorem Ipsum Generator that helps 10
create duimimy text for all layout needs

See mare -\

RELATED SEARCHES

forem ipsum copy paste
lorem ipsum full text
lorem ipsum meaning
funny lorem ipsum
lorem ipsum english
lorem ipsum hipster
lorem ipsum paragraph

lorem ipsum word generator

d O a

The Bing App still requires the user to tap to see additional results rather than loading them as

the user scrolls.

Appendix

Server-side latency analysis

incididunt ut labore et delore magna aliqua Ut
enim ad minim veniam, quis nostrud

Dummy Text Generator | Lorem ipsum ...
www, blindtextgenerator.com

Ahandy Lorem Ipsum Generator that helpsto
create dummy text for all layout needs

Lorem Ipsum - All the facts - Lipsum g
bg lipsum.com

Reference site about Lorem Ipsum, giving
information on its origins, as weil as a random
Lipsum generator.

Lorem Ipsum Generator - Classic Ipsu..
slipsum,.com/ipsum

Samuel L Ipsum is a Lorer Ipsum Generator,
it uses quotes from films which Samuel L
Jackson has starred in place of the standard
ipsum text. (Classic ipsum)

Bacon Ipsum - A Meatier Lorem lpsum..

d O O

User connections are steadily improving

This chart shows SRT over non-GSA browsers as an approximation of time to first byte:

Redacted

| Comment [28]: The frend. 7
_stronger than Inis, since our_Confidential }
i___Confidential
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Mobiie/Tablat OKR SRT {waekly)

Androit Browsarddatiie/ Thtle: OKR Low Wosine BrowssrsiAndrols Uhromepd
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T80 : -
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SRT is the time from query commit until javascript in the header chunk is executed. The chart ;
excludes GSA because the WebView does not receive the header data (and record SRT}) until the
body churk arrives.

Largest source of latency

The following screenshot is from the /oroducerz graph for the query "22 jump street release
date” (which has an AFT greater than 2s on the Google corp network!):

com goopte.gws copuann. graph featirs Rendererinpes ProducesoduiessnpestontR espons
f S Boumee e : i

PN R e 8 o stard e 91 ms :

Iatency: P304 ms

7 A <5 o -

The same query is answered by Bing in ~500ms.

Time to first byte on various networks

The time of the first byte is consistently about equal for both search engines across different
networks:

REDACTED FOR PUBLIC FILING & ABRIDGED
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Msec, first byte Fe
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The only exception is the GIN-2G run. It's not clear whether Google is actually faster on slow
networks or that this is an artifact of the GIN WiFi networks.

TS

Logged-in/out query analysis
Looking at end-user latency dashboards we see that there is an overall ~70ms increase in
server-side latency for logged-in queries over logged-out queries:
{contaenta Fime (weekly)
Mobiie/Tablet OKR

760
B Signed Out

720 « M Signed in

680

640

520
Q2 Q3 Q4 Q12017

This latency is divided about evenly between Confidential
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Confidential time (ns) (weexy)
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Additionally there is a ~25ms increase in the time to render the header:

REDACTED FOR PUBLIC FILING & ABRIDGED
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i Header Time (weekly)
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Note that this graph excludes AGSA since AGSA header time was severely affected by the
native SRP QBT rollout.

Using 1000 random queries, in MTV and HOT datacenters:

Google MTV median of 1000 random queries Googhe
BB Logged-out W Logged-i

| Redacted GOOG-DOJ-04661605
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Bing MTV median of 1000 random queries Hing
i Logged-out B Logged-in

Google HOT median of 1000 random queries gosge-hot
S Logged-out @98 Logged-n
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Bing HOT median of 1000 random queries Birgr-hant
B togged-out  SHRE Logged-n

4%

Full data is available here.

Bing uses more granular streaming

Using a Python script that records the time that bytes arrive, we can easily see the four Google
SRP chunks (header, body, footer, late footer):

$ curl -5 “https://www.google.com/search?g=cassinisspace+probe” -A "Mozilla/s5.0
{iPhone; CPU iPhone 0S5 9_1 Tike Rac 0% X) AppleWebKit/601.3.46 (KHTML, like Cecko)
Versionf9.0 Mobile/12B137 Safarijfé01.1" | data_rate.py

78m:: PANEANNEEREEEOARSREENENCEEREARENSTNELSEURREDNERERRRE 52K

SO GMS T SR 0 10700 0 A I Y 5 IR0 T A 0 TN M A AR S S R
128k

57 5MMS ¢ 700000 NI L 5 N B R L RS S SRS N e 4 O k¢

587m5 ! ANEESERODERRERENIEEEESASRENARLSEEENEDR N NREDSENERNRNEY | 05K

Bing appears to stream resuits in many more churks than this] - Comment [29): Redactediongie corn do
' ) : : ; you think we can do a breakdown 01 how this

. * visually i00ks on the page?lmhkmat

$ eurt -5 “https:[fwww bing.comfsearch?q=cassini+spacesprobe” A "Mozilla/s5.8 ; ju"mﬂdnamemﬁcm)mmmmﬁ' 4
{iPhone; CPU iPhone 0S 9.1 like Mac 05 X) AppleMebKit/601.1.45 (KHTML, like Gecko) [ Saaming more chunts may yiels (Eany). o
Version/e.0 Mobile/138137 Safari/661.1" | data_rate.py : 1c°"‘"“"'[3°1 Y can ook inta i ut my hunch

| is that the chunk at 407ms here for Bing wou'd
134ms: soesResREmmm 12K 2 oonmmalldmaATF contant after the header.
157MS ) s ?
186ms: smemunEg Sk
407ms . anessnEmEmanseme Ok

1
i
i
|
i
|
1
A
3
l
X
|
)
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430ms: TeREREETESsERowEeRns 0k

453MmS 1 SRR RSN R 5k

G70MS:  EENENINSANNEENRELEREENARTIIIERENREONANEANEEERERNEER 43K
498MS: meRmreumumREs 13k

Bing's streaming approach may aliow better latency with poor network connectivity but does
not appear to impact latency on good connections. During testing using the corp network and
with a home cable connection, the average time between the first result byte and the last byte of
the SRP was ~30ms for both search engines.

Queries of "slothier than Bing”
We can sort the list of 1000 queries by the most negative delta between Bing and Google first-

byte to first-result time to find the slowest queries in the query set relative to Bing:

Comment [31]: Tho [star ok cast query |

(which has & comparatively v slow /search
HTTP responss’- sea link below - possbly due

Mobile vs Desktop server-side latency
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?__ijump sn‘e?‘} release d?'e H it 3 ¥ . effort wa may want to aiso analyse differences i

use traffic-weighted golqueries-of-sioth, !

asua -1091 T ! i !

: hms:.’/do? .qucgle.com/dorunient/diNg-2- !
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: i argue that picking randorm quenes is already = - l

chatham 843 ; giving us taffic-weighted sampling. ;

i

; | Although | ¢o wonder, can'a query appear more !

bj's 933 + than once i the sample? !

Emsoogecom i

:

i

Graphs from the End-User Latency dashboard:

seem to work well with the foreign characters,
. butat a quick glance | didnt see any. !
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Bing does not appear to pre-compute SRPs

Timings taken of randomly generated 7-word tail queries (usually getting only one or two dozen
results) did not show any significant difference from extremely head queries (“facebook”). If
Bing does precompute any part of the SRP, the latency effect is too small to make any

difference.

Bing has a smaller payload size

Byte-size and page-load times for some of the suggested queries from the project slides. Byte-
breakdown comparison between Bing and Google for 1000 random queries is available in this
cwtool report. Bing seems to be much smaller in most byte categories excepting HTML text and
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inlined CSS images, and head JS. In particular, Bing loads a smaller amount of external
resources (XJS and images) than Google. On average Bing does about 15 more XJS fetches,
and about one less image fetch than Google.

CDATA

A Bing SERP has much more HTML text than a Google SERP (25.4kb versus 6.3kb). Much of
Bing's HTML appears to come from embedding JS wrapped within a CDATA section and placed
as a comment in a non-displaying div. For example:

<div style="display:none"»< ==/ f< I ICOATALvar PushPin=_; 7/} ]==3</div>
This seems to have something to do with XML parsing athough it's not clear what.

Click tracking

Google uses a combination of click tracking methods that take roughly 50 to 100 compressed
bytes per url. Bing’s click tracking mechanism is much shorter than Google's and appears to
take just a few bytes. It appears 1o rely on JavaScript to pick up extra information stored in the
“h" attribute. Below we compare the markup for the wikipedia link fram the “trump” SRP.

Bing on Deskiop

<g href="https://en.wikipedia.org/wiki/Donald_Trump" h="1D=SERP,5138.1">
<strong>Donald Trump</strong> - Wikipedia
</a>
{hites://screenshat. googlenlex.com/akeGsh3rEH7)
Gangle on Desktop (HREE rewrite clickiracking)
<a href="https://en.wikipedia.org/wiki/Donald_Trump"
onmousedown="return rwt{this, '* "' ", 127,
"AFQiCNHD §SGE94byvo78Datiy 107 BC0LYKw',
"CE3IvyViDcUTuP3iYCjSQA™,
"PahUKEwW] X LgTGGM  TARWDLFOKHST sCPwlF gheMAs ™,
Yy ,eventl >
Donegld Trump - Wikipedis
</a=
{htips://sereenshot.googleplex.com/pKeekZ2QBLz)

Bing on Mobile

<a href="https://en.m.wikipedia.org/wiki/Donald_trump" h="1D=SERP, 5246.7">
«<strong>Donald Trump</strong> - Wikipedia

</a»

{hitpsy//screenshot. googleplex.com/I2rw3iL WsDW)

- Comment [38]: Maybe i helps the document |

to parse as XML? !
http #stackovediow comiquestiona/66837 vhan- |
|

is-a-cdata-section-necessary-withn-a-seript-tag
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